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 The following is a set of lecture notes on evaluation design and methods as they apply to 
various types of social programs and/or organized interventions into communities and targeted 
populations that I prepared for lectures I gave at the World Bank in 1994. These lectures were in-
tended to provide an introduction to issues that one needs to confront in designing an evaluation 
of some program or intervention and the range of options available to address these issues. 
 
 The lectures focus on three issues: Experimental Evaluation Designs, Non-Experimental 
Evaluation Designs and Process Analysis. Even though the prospects of using an experimental 
design may be remote, experimental designs are treated because it provides a useful contrast be-
tween ideal evaluation designs and the practical problems in social contexts which the feasibility 
of experimental evaluations problematic. I did not cover cost-benefit analysis in my lectures, 
even though it is often a key component of many evaluations. I omitted it because the Bank’s 
Research Division had expertise in this area and/or could find experts who were more versed in 
this area than I. I divided my discussion of these topics into six lectures, which are listed below, 
along with the main topics covered in each. At the end of the notes for each lecture, I provide a 
reading list of background material for each of the lectures. I structured most of the lectures so 
that they did not depend upon participants having read specific pieces. Rather, I tried to cover 
topics in a relatively self-contained way and then suggested further readings which participants 
could consult for further details and/or more technical treatments. 
 
 In 2007, I updated Lecture V on non-experimental evaluation methods to reflect devel-
opments in the evaluation literature that had occurred since 1994. In particular, I updated my dis-
cussion of Instrumental Variables (IV) methods, Matching Methods and methods for bounding 
treatment effects. In 2009, I added a section on Regression Discontinuity Designs to Lecture V 
and made some other corrections to Lectures I, III and V. 
 
 

Lecture Outline and Reading List 
 

I.  The Evaluation Problem and General Issues in Designing Evaluations 

Topics: Definition of Social Program Evaluation Research 
 The Fundamental Hurdles Confronting Evaluation Research 
 Internal Versus External Validity of An Evaluation 
 Contexts for Evaluation Research 
 The Types Evaluation Research 
 

II. Research Questions of Interest for Evaluation Research Concerning the Impact of 
Programs 

Topics:  Alternative Questions of Interest Concerning the Impacts of Programs in Evaluation 
Research 
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III. The Logic of Experimental Evaluation Designs and Their Applicability in Social Con-
texts 

Topics:  The Ideal Experiment: Its Underlying Assumptions and Advantages 
 Conducting Experiments in Social and Program Contexts: The Less than Ideal Case 
 The Use of Experimental Designs to Identify “Structural” Models of Behavior 
 

IV. Designing Experimental Evaluations of Social Programs: The Case of the National 
JTPA Study 

Topics:  Evaluating Demonstration Projects versus Existing On-Going Programs: Key Differ-
ences and their Consequences for Designing Evaluation Studies 

 The JTPA System: Key Features and their Challenges To Evaluation 
 The Design of the Experimental Component of the National JTPA Study 
 Designing Experimental Evaluations of On-Going Programs: Tentative Conclusions 
 

V. Designing Non-Experimental Evaluations of Social Programs: Alternative Methods of 
Estimation and the Associated Data Requirements 

Topics:  Expressing Model in Regression Format 
 Control Function Estimators for Use with Post-Program Data on Participants and Mem-

bers of a Comparison Group 
 Longitudinal and/or Repeated Cross-Section Data Estimators  
 Instrumental Variables (IV) Estimators 
 Regression Discontinuity Designs 
 Statistical Matching Procedures and Non-Parametric Methods 
 Bounds on Treatment Effects 
 

VI. Choosing Among Alternative Nonexperimental Estimators in Impact Analysis: The 
Case of Evaluating Manpower Training Programs 

Topics:  The Problem of Selection Bias 
 Alternative Nonexperimental Estimators for Measuring the Impact of Training on Earn-

ings in the Presence of Nonrandom Assignment 
 Testing Alternative Specifications 
 A Re-Analysis of the National Supported Work Data 
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Professor V. Joseph Hotz  

 
I. The Evaluation Problem and General Issues in Designing Evaluations 

 
1.  Definition of Social Program Evaluation Research 

Evaluation Research seeks to identify and measure the relationship between interventions 
and their impacts on people’s behavior or performance. 

♦ Typically, the causal variables of interest are the results of systematic interventions, typi-
cally manipulated via programs or policies of governments or other organizations.  

Example:  What is the effect of a government training program on a variety of human behav-
iors and performances, such as labor market success? 

♦ The Hypotheses relevant to policy analysis and evaluation research are generally provid-
ed by the very form of the intervention to which evaluation research is directed.  

Example:  Does a particular education and training program increase the cognitive achieve-
ment or employment and earnings of those affected; if so, by how much? Are the-
se programs, cost-effective?  

2. The Fundamental Hurdles Confronting Evaluation Research 

2.1 Selection Bias 

2.1.1  The problem of selection bias 

The possibility that the participants (or construction of a program) were different (as meas-
ured by the outcomes of interest) from those not receiving a treatment, i.e., biased relative to 
the control group, for reasons (conscious, unconscious, deliberate or accidental) having to 
do with the way in which they were selected, or that they self-selected, for the study. 

2.1.2  More formal characterization of the selection bias problem 

Let: 

Y1it denote the earnings (outcome) of the ith person in calendar year t if they receive training 
(treatment) for training (treatment) received in year k (t > k). 

Y0it denote the earnings the individual would receive in year t if the person did not receive 
training (treatment) in year k.  

♦ What one observes is individuals being of one of two types: 
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1,  if the  individual receives training in year ,

0,  if the  individual does not receive training in year ,

th

i th

i k
d

i k

= 


 

 where di is an indicator of the ith person’s training or treatment status. 

♦ Let Yit denote the observed outcome for the ith individual in year t.  

♦ The counterfactual outcome associated with the counterfactual state—the treatment (or its 
absence) that they don’t receive—is Y0it, for those who actually receive the training or treat-
ment (i.e., those for which di = 1), and Y1it, for those who do not receive training or treatment 
(i.e., those for which di = 0). It follows that: 

 1 0 0(1 )it it i it i it i itY Y d Y d d Yα= + − = +   (1) 

♦ One is interested in knowing  

 1 0it it itY Yα = − ,  

 for t > k. 

♦ The Fundamental Problem of Evaluation Research (or, more generally, Causal Infer-
ence):  

 All individuals are only observed in one of the two treatment states so for the same individual 
we only observe Y1it or Y0it but not both! In general, the counterfactual outcome is inherently 
unobservable since individuals cannot simultaneously participant and not participate in a 
program.  

 All evaluation design strategies represent attempts to get second best ways of measuring 
the counterfactual state. 

 At best we can learn something about aspects of the distribution of αit, such as its mean 
or conditional mean.  

♦ The Problem with Using Observational Data: 

 Suppose we are willing to settle for learning about the average impact of a program on 
those who actually receive the training (treatment). That is, suppose we focus on trying to 
learn about: 

 ( 1)t it iE dα α= =  
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• Simple Mean-Difference Estimator: 

 Consider the means of the post-program outcomes for the treatment group and a 
comparison group who did not receive the treatment: 

 0( ) ( 1) ( 1)Tt it i it it iE Y E Y d E Y dα= = = + =  (2) 

and  

 0( ) ( 0) ( 0)Nt it i it iE Y E Y d E Y d= = = =  (3) 

 Consider the mean of the difference of TtY  and NtY : 

 
0 0

0 0

( ) ( 1) ( 0)

( 1) [ ( 1) ( 0)]

Tt Nt it it i it i

it i it i it i

E Y Y E Y d E Y d

E d E Y d E Y d

α

α

− = + = − =

= = + = − =
 (4) 

The problem of selection bias concerns whether the term 0( 1)it iE Y d =  - 

0( 0)it iE Y d =  is zero. In general, one cannot presume that it is! 

2.1.3 Why might selection bias arise: Incentive Effects for program participation (or non-
participation) 

♦ Consider the case of the impact of training on earnings due to a government-sponsored 
training program: 

• Would one expect the earnings that trainees would have received if they had not gone 
through training are equal to the earnings of the comparison group? In general, the 
answer is no! 

• The type of individual who applies for training programs is likely to have less educa-
tion, on average, than those who do not apply and/or program operators may choose 
to use low educational attainment as a criterion for selection in order to serve those 
who are more disadvantaged. 

• Those seeking training, especially in training programs which do not provide a sti-
pend (as is the case with JTPA), might also be highly motivated to obtain a job.  

• To the extent that educational attainment and motivation affect earnings, those seek-
ing training would not have had, on average, earnings in the absence of the program 
as those in the comparison group.  

• In such situations, the earnings of the comparison group do not, on average, measure 
the earnings of trainees in the absence of training and the estimation strategy de-
scribed above does not isolate the mean impact of training on the trained.  
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♦ More generally, selection bias arises when there is a direct relationship between out-
comes and choice of treatments. The distribution of di and (Y0it,Y1it) are not independent. 
That is: 

 0 1 0 1( , , ) ( ) ( , )i it it d i Y it itf d Y Y f d f Y Y≠  

• Economic models of selection (e.g., the Roy Model) suggest that choices of actions 
may depend upon the relative gains from alternative choices.  

 In the training example, one might hypothesize that individuals choose wheth-
er or not to obtain training so as to maximize the present value of their in-
come. Such enrollment decision rules give rise to the statistical problem of se-
lection bias described above. 

2.1.4 Alternative approaches to deal with the selection bias problem 

2.1.4.1 Experimental Designs:  

♦ Such designs use random assignment of treatment and control status to generate so that 
the resulting control group will be guaranteed to meet the condition: 0( 1)it iE Y d =  - 

0( 0)it iE Y d = . 

2.1.4.2 Quasi-Experimental Designs: 

♦ Statistical (econometric) adjustments: 

 These techniques attempt to use econometric methods to “adjust out” (or control for) the 
systematic differences between the non-experimental comparison group and the treatment 
group.  

 A variety of methods are used. 

♦ Matching techniques:  

These methods attempt to generate a non-experimental comparison group by trying to find 
individuals who appear to be “the same as” the members of the treatment group. 

2.2 The Problems of Making Type I and II Errors 

♦ In the design of testing of propositions, we typically establish a Null Hypothesis (H0) and 
an Alternative Hypothesis (Ha). We know there are two types of “mistakes” or “errors” 
that can be made:  

Type I Errors: incorrectly concluding that Ha is true (incorrectly rejecting H0)  

Type II Errors: failing to detect an effect when there was one (failing to reject H0 
when, in fact, HA is true). 
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 In classical statistical hypothesis testing, we usually try to minimize Type I Error by the 
choice of H0 and HA and by rigging things so that we require strong evidence against H0 
before we reject it (setting of the significance level of the test.)  

♦ In order to minimize the problems of lack of statistical power necessary to avoid Type II 
Error, one can: 

• Design evaluations with adequate sample sizes in order to have a chance to obtain 
minimal effects. (Issues of minimum detectable effects).  

• Design evaluations with treatments to enable separation between treatment effects, 
i.e., make treatment distinctive.  

As Cook and Campbell (1979) argue in their book, when making causal inferences 
such as the impact of a program, a necessary condition is variation in the treat-
ment. In part, this means that one wants differences between what the treatment 
group experiences versus what the control group experiences, i.e., the treatment is 
different enough from H0 to make its impact on behavior, if there is any, detecta-
ble. 

Example: If one expects that a particular training program will have minimal effects 
if only administered for a short-time, then may want to try bolder treat-
ments. Unfortunately, not always possible. (Alteration of the program.) 

2.3 The Contamination Bias Problem 

♦ Want to avoid factors entering an experiment that affects the treatment or control (com-
parison) group in ways that distort the comparison we seek. Can come in many forms: 

2.3.1 (Classic) Contamination Bias (or Cross-over) Problem 

♦ The control group members actually receive the treatment. Solutions may involve con-
trolling the disbursement of the treatment, but not always possible.  

 Example: Gary Income Maintenance Experiment.  

2.3.2 No-Show Problem 

♦ The treatment group does not receive the treatment  

Example: No-shows in a training program. Selected for the program but do not show 
up to receive the treatment.  

Example: More subtle. The NIT program of those who are eligible but never receive 
any payments. Whom do we compare? Those who receive treatment ver-
sus the members of the control group? There is the potential for selection 
bias if choice element in receiving payments. Everyone selected to be eli-
gible for the treatment versus the control group? Issue here is related to 
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whether this is the outcome of interest.  

2.3.3 Attrition Bias 

♦ Like No-Shows but cases where receiving the treatment but stop or cannot follow people 
after receipt of the program. Often case that drop outs may be selective.  

Example: Attrition problems in the NIT.  

2.4 The “Program (and Program Administrators) Don’t Play Dead” Problem 

♦ Need to get administrators to agree to study and cooperate in conducting the study. Typi-
cally, programs have procedures, administrators, etc., which constrain the ability to do 
evaluative research. 

Example: Turn downs in the National JTPA Study. 

2.5 The Quality and Consistency of the Treatment and Program Problem 

♦ From perspective of policy, one generally doesn’t want to alter the program. At times it is 
convenient to do so for purposes of conducting an evaluation.  

Example: Altering the pool of applicants in JTPA. 

• The “Repairman’s Dilemma”: Should researchers see to it that the quality of a pro-
gram and its procedures are maintained at a high quality? Should one want to evaluate 
the program as is, warts and all? 

• Does the evaluation, per se, create an artificial program, which in the end, is not of 
much interest to policy makers.  

2.6 The Problems of Gathering Data  

♦ Necessary part of an evaluation but it can have its problems. 

• Differential Reporting Incentives: Treatments may have a strong incentive to report, 
but may be less so for controls?  

Example: NIT experiments. 

• Minimizing intrusiveness of data gathering. Use of survey interviews versus other 
ways of monitoring, through administrative data. Differential reporting. 

• Anticipating gathering the right data. Problem of unexpected consequences of a pro-
gram  

Example: SIME/DIME marital instability). How to make sure you gather the right data.  
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• Adequate Baselines in “before and after” studies. 

• Attrition Problem Again: How do you make sure you can find people?  

3. Internal Versus External Validity of An Evaluation 

♦ The above “hurdles” all represent threats the validity of the study in terms of ability to 
make inferences concerning the impact of a program on behavior based on our evalua-
tion. (Inferences about Causality). Following the terminology of Campbell and Stanley 
(1963), we worry about two forms of validity: internal validity and external validity of 
our evaluation.  

3.1 Internal Validity  

• The approximate validity with which we infer that a relationship between treatments 
and outcomes is causal or that the absence of a relationship implies the absence of 
cause. Particular attention here is on the sample, program, and program participants 
we studied. For that group, can we reliably draw a conclusion as to what the treat-
ment did to behavior. Most of the hurdles noted above threaten this form of valid in-
ference and represent what we seek, in designing our evaluation study, to avoid or 
minimize. 

3.2 External Validity 

• The approximate validity with which we can infer that the presumed causal relation-
ship can be generalized to and across alternative measures of the cause and effect and 
across different types of programs, participants and environmental conditions (e.g., 
states of the economy, types of program administration, etc.) Here the concern is the 
representativeness of our findings—however internally valid they are—to other cir-
cumstances. Issues of selection of sites, alterations of the program, etc. may matter 
crucially in the generalizations we can make for a particular evaluation study.  

4. Contexts for Evaluation Research 

♦ In his book on the role of social science research in government, Richard Nathan (1988) 
distinguishes between two types of evaluation research: Demonstration Research and 
Evaluation Research.  

4.1 Demonstration Research  

• Demonstration research is designed to test new programs and policy innovations im-
plemented through a limited number of pilot or demonstration projects.  

Examples: The NIT experiments, the NSW Demonstration, and the other social 
experiments are examples. Such evaluations involve the design and 
testing of a new program.  

• A key feature of demonstration projects is that they provide an easier rationale for the 
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use of random assignment with its denial of services to members of a control group 
than is the case in other social contexts. In general, random assignment raises ethical 
and legal problems because of the potential that the denial of treatments may harm 
people or deny them something to which they are entitled, either legally or effective-
ly. Demonstration projects minimize the problems associated with the denial because 
the treatment represents a service to which the population is not entitled. That is, the 
null treatment for controls in a demonstration project is the status quo.  

• Finally, demonstration research differs from evaluations of on-going programs in 
terms of the goals of the research. Demonstration research typically has the more lim-
ited goal of determining whether a program might work. Such research focuses on 
questions of feasibility and likely direction of impacts. Given this focus, demonstra-
tion research generally is not expected to provide results that generalize to all poten-
tial program participants and to all possible states of nature in which the program 
might operate if it were adopted. 

4.2 Evaluation of On-Going Programs 

• Evaluate the impacts an existing program. There are at least three problems that arise 
(or are more difficult) in evaluating on-going programs than in conducting demon-
stration research.  

4.2.1 Lack of Control 

• The first problem is the inherent lack of control over the design of the program. The 
“treatments” are dictated by the program and frequently they are not neatly catego-
rized as they can be in demonstration projects. The selection processes in an existing 
program may not be based on easily quantifiable criteria. They may differ across pro-
gram units or program administrators. Such diversity complicates the analysis of the 
program’s impact. More importantly, unlike demonstration studies, researchers are 
generally not free to change the way an existing program operates. This is true be-
cause in evaluating an on- going program, interest centers on how the program oper-
ates “as is.” Typically, those who commission evaluation research are interested in 
the impact of the program(s) that currently exist.  

4.2.2 Establishing Reliable Information on the Counterfactual State 

• Information on what behavior would be like if the program did not exist or if it had 
not provided services to a program participant is a much more difficult to obtain. This 
may be so because the use of random assignment is generally difficult to implement. 
Program operators or public officials are likely to object to the denial of services to 
individuals who apply to a program, objecting that it is inappropriate to use individu-
als as human “guinea pigs.” This reluctance is heightened when such evaluations in-
volve substantial intrusions into the program such as implementing an experimental 
design. As Nathan (1988) notes, this lack of cooperation stems from the inherent dif-
ferences in objectives between those running an on- going program and those trying 
to evaluate it. Program administrators are interested in providing services to individu-
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als; they do not view their role as helping to facilitate evaluation of their program. 
Such administrators “may not want research to be conducted because they fear it 
would show a policy they favor to be ineffective or, if it works, to have results that 
fall short of what had been promised.” 

4.2.3 The Differences in What You Want to Learn–Not Altering the Existing Program 

• The third problem is that the question being addressed in evaluations of on-going 
programs are more difficult to answer relative to those for demonstration projects. As 
noted above, demonstration research seeks to address the question of what might hap-
pen if a new policy was to be implemented. Such evaluations are “feasibility studies,” 
determining whether something might work. In contrast, in evaluations of existing 
programs the central question is: does it work? This question is inherently more de-
manding because it is important that the results of such evaluations be representative 
of the program and populations it serves.  

5. The Types Evaluation Research 

♦ This is determined ultimately by what one’s answers are to the following question: What 
questions are to be addressed? What are the policy issues? What are the outcomes one 
wishes to study? 

• Process Analysis:  

 How does the program work? 

• Impact Analysis:  

 Does the program have a work? What effect does it have on behavior? How 
“big” is the impact?  

 Main focus on my remarks. 

• Cost-Benefit Analysis:  

 Is the program cost-effective? Judged by some criteria, do the benefits of the 
program, outweigh the costs? 

♦ Each alternative analysis will entail different designs. 
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Professor V. Joseph Hotz  
 
II. Research Questions of Interest for Evaluation Research Concerning the Impact of 

Programs 
 
1. Some Preliminary Definitions and Notation 

 Treatment Regimes:  

 Let S denote Treatment Regimes, where S=s denotes the particular treatment regime an indi-
vidual (or group) selects or to which is assigned or is otherwise exposed. 

 Examples of possible treatment regimes would be:  

 being accepted in or assigned to a training program or not,  

 having access to a new drug 

 being eligible for a particular subsidy or not,  

 living in a region which has access to a particular set of services or is subject to a par-
ticular set of laws or regulations 

 For sake of illustration and simplicity, suppose that there are only 2 treatment regimes, which 
are denoted by: 

 S=T denotes having access to the treatment regime (and its incumbent services) 

 S=C denotes not having access to the services in treatment regime T. 

 Treatment Choices: 

 Let D(S=s)  D(s) = k denote the Treatment Choice Decision an individual makes, condi-
tional on being in a particular treatment regime s, where k (= 0,1,...,K) denotes the particular 
treatment chosen. 

 Examples of treatments which an individual might choose would be: 

 A person actually receiving the training having been assigned to a training program. 

 A patient actually taking the full dosage of a drug 

 Someone actually exercising their option of claiming a subsidy (such as welfare) in a 
state 

 Again, for sake of illustration and simplicity, let there be only 2 treatment choices, given by: 

D(s)=0  denotes the null treatment choice in which the individual, assigned to treat-
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ment regime s, chooses to not use any of the services available in the S=T re-
gime. 

D(s)=1  denotes the treatment choice in which the individual, assigned to treatment re-
gime s, chooses to fully comply and actually receive the services available in 
the S=T regime. 

 For example: 

 A person assigned to a training program who actually receives the complete course of 
the prescribed training would be recorded as: D(T)=1 

 Someone who was accepted into the training program but did not choose to partici-
pate would be recorded as: D(T)=0 

 The individual in an experimental control group who was not given access to the 
treatment drug being studied would be recorded as: D(C)=0 

 Latent Treatment Choices: 

 Let  

DL(C)  be an indicator variable of choice control group would make if had been as-
signed to treatment status. Their selection probabilities by:  

  ( ) , 0,1,..., .LP D C k k K   

 Outcomes: 

 Conceptually, at least, one can characterize the outcomes that an individual would realize if 
they were under different treatment regimes and/or if the individual were to choose different 
treatments, regardless of the treatment regimes and/or treatment choices the individual actu-
ally makes. 

Ys  YS=s denote the outcome an individual would realize if they had been in 
Treatment Regime s, for s = T or C. 

Yk  YD()=k  denote the outcome an individual would realize if they had experi-
enced Treatment Choice k, for k = 0 or 1. 

 Conditional on X, we treat the above variables as random. Our research interest is in design-
ing (and conducting) evaluations that enable us to estimate aspects of their distribution.  

 Let f(,,...) denote a density function for its arguments and P()  Pr() denote the probability 
function for a discrete event. 
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2. Alternative Questions of Interest Concerning the Impacts of Programs in Evaluation 
Research 

 There are a number of alternative questions one might ask in characterizing the impact of a 
program and its treatments on outcomes. The questions differ with regard to what population 
is of interest, what aspect of the program structure is considered and what summary of the 
distribution of outcomes one is interested in using (e.g., the mean, the median, etc.). Each an-
swer potentially different policy-relevant questions and differ in the difficulty in designing 
evaluations to answer them. Below, we focus on a subset of possible questions and limit most 
of our attention to expected values (means) of impacts. (See Heckman (1992) and Manski 
(1992) for discussions of identifying aspects of distributions other than the mean.) 

Q1: What is the effect on outcomes of receipt of a particular treatment for those who 
chose that treatment? 

 1 0( ( ) 1, )E Y Y D T S T      

This effect is referred to as the effect of treatment on the treated (ATT or TT). 

 Note that we can define the effect of treatment on the untreated to be: 

 1 0( ( ) 0,E Y Y D T S C     )  

Note that is effect need not be = 0. 

 For the running training example, this is the effect of training on those who actually receive 
training. 

Q2a: What is the effect on the outcomes of individuals who have access to a particular 
treatment regime? 

 ( )T CE Y Y S T     

Heckman and Vytlacil (2007a) refer to this as the policy relevant treatment effect. It is also 
referred to as the intent to treat effect (ITT). 

 This effect measures the impact of having access to a regime, relative to not having it. Here, 
one is not concerned whether one chooses to take a particular treatment or not. The relevant 
notion here is the “insurance value” of having access to a training program and the possible 
effect it might have on behavior and outcomes. In the training example, it would represent 
the average effect on earnings of having access to a training program. 

Q2b: What is the likelihood of an individual selecting a particular treatment regime, 
given the feasible regimes and that one has some discretion what regime they 
face? 

 (  feasible set for )P S s S  
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 Here the interest is on whether an individual chooses a particular treatment regime. In many 
contexts of interest for program evaluation, this may not be feasible. For example, an indi-
vidual may not be able to determine whether a state government has a training program or 
not; the presence of such programs are exogenous to the individual. But that individual may 
be able to choose what governmental services they have by choosing where to live. It is the 
latter type of decision that is at issue in Q2b. 

Q2c: What is the likelihood of an individual choosing a particular treatment, given ac-
cess to a particular treatment regime? 

 ( ( ) 1 )P D T S T   

 In the training example, one may be interested in whether an individual, who is eligible for a 
training program, elects their option and chooses it. 

Q3: What would be the effect of a particular treatment on the outcome of a randomly 
selected member of the population? 

 1 0 )* (E Y Y    

This is referred to as the average treatment effect (ATE). 

 This question would be relevant if one is considering the likely consequences of making a 
program treatment mandatory. For example, one might be interested in knowing what the ef-
fect of a mandatory drug testing program would have on the productivity of the average 
worker. 

We may be interested in distribution of treatment effects. 

 
This is only of interest when treatment effects are heterogeneous, i.e., individuals in the popula-
tion have different treatment effects (αit). In the case of heterogenous treatment effects,  

(a) Different conditioning, such as above, will lead to different expected effects. 

(b) Taking expectation over αit is characterizing just one aspect of its distribution. In the 
end, we may want to know more about other aspects of the distribution, e.g., its vari-
ance, its skewness, etc. 

 
Note that in the case of homogenous treatment effects, i.e., αit = αt, the distribution is degenerate. 
In this case, the different effects above will be the same, i.e., different conditioning doesn’t mat-
ter. 
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Two additional treatment effects that vary as a function of receipt of treatment (D) are the local 
average treatment effect (LATE) and the marginal treatment effect (MTE). 

Assume that D is a non-trivial function of Z, and define Z = z* and Z = z**, where only a subset of 
the population that participates when Z = z** will also participate if Z = z*. Then 

 
Q4: The local average treatment effect (LATE) is the average effect of treatment on indi-

viduals who move from not choosing to receive the treatment to choosing to receive it 
when Z moves from Z = z* to Z = z**.  

  * ** ** *
1 0( , ) ( 1), ( 0)LATE

i iz z E Y Y D z D z      

Q5: The marginal treatment effect (MTE) is treatment effect due to an small (infinitesi-
mal) change in the probability of participating in a program, i.e., p  P(D = 1), or 

 
 

( )MTE
E Y p

p
p







 

 Q3 (ATE) is inherently the most difficult question about which to make inferences and Q1 
(ATT) is the easiest, although it may not be that easy. 

 In general, observational data does not allow one to make unbiased inferences for Q1 (ATT), 
Q2a (ITT) or Q3. 

 Observational data gives information on f(YkD(s)=k,S=s), i.e., on the distribution of out-
comes for the choices that individuals make. Generally, observational data does not pro-
vide any information on the distribution of counterfactual outcomes.  

 As a consequence—noted in Lecture I—inferences drawn from observational data may 
be subject to selection bias. 

 The question arises as to the use of alternative designs, noted in Lecture I, for drawing in-
ferences about the Q1, Q2a, and Q3. 

 Note that one may be able to draw inferences about Q2b or Q2c.  

 The feasibility of drawing such inferences hinges crucially on the nature of observed 
variation in treatment regimes. 
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Professor V. Joseph Hotz  
 
III.  The Logic of Experimental Evaluation Designs and Their Applicability in Social 

Contexts 
 

1. The Ideal Experiment: Its Underlying Assumptions and Advantages 

1.1 A Simple Experiment with Random Assignment of Treatment Regime, 2 Treatment 
Choices and a Perfectly Embargoed Control Group 

 Maintained Assumptions in this Case: 

 Assumption A1: Treatment Regimes, S=T and S=C, are randomly assigned to mem-
bers of a sample. 

 Assumption A2: No “Hawthorne Effects” 

 Let T* and C* denote the treatment statuses that would exist in the absence of an ex-
periment. (What would exist in the “real world.”) Let T and C denote the treatment 
statuses that exist in the context of the experiment.  

 We assume that: T* = T and C* = C. 

 Assumption A3: Perfectly Embargoed Control Group: 

 Assume that the design on the experiment is such that the following condition 
holds for all members of the control group: 

  (1) ( ( ) ),  for 1,...,  and ( ( ) 0) = 1.P D C k k K P D C  

 That is, no members of the control group are able to choose treatment status k. 

 Assumption A4: There are only two treatment choices associated with the S=T Treat-
ment Regime: D(T) = 1 and D(T) = 0. 

 Inferences about Q2a [Policy Relevant Treatment Effect or Intent to Treat (ITT)]: 

 It follows from the above assumptions that: 

 
( ) ( ) [ ( ) (T C C CE Y S T E Y S C E Y S T E Y S C


       






)]
 (2) 

 Since E(YCS=T) = E(YCS=C) = E(YC). 

 Thus, the use of random assignment in this case ensures that the simple mean differ-
ence between the outcomes of the treatment and control groups is an unbiased estima-
tor for Q2a. 

 

 
III-1



 Inferences about Q1 (ATT): 

 While S is randomly assigned, the above design does not guarantee that Treatment 
Choice is random. In general, it is not! The existence of the potential for experimental 
subjects to exercise choice is an example of non-compliance in experiments. 

 
1 1 0

1 0

( ( ) 1) ( ( ) 1)

( ( ) 1) ( ( ) 1L

E Y D T E Y D T

E Y D T E Y D C

   

   )




 (3) 

 where DL(C) is the latent choice someone randomly assigned to the control status 
would have chosen if they had been allowed to choose (i.e., if their treatment regime 
was T rather than C). 

 Experimental data does not generally identify 1 because 

 
 

1

1 0

( ( ) 1) ( )

( ) ( ( )

C

C

E Y D T E Y Z C

E Y Z C E Y D T

  

    1) ,
 (4) 

 where {E(YCD(T) = C) - E(Y0D(T) = 1)} in (3) need not = 0. Recall that this is just 
the term for selection bias. 

 If one assumes that, in addition to Assumptions A1 – A4, the following assumption 
also holds: 

 Assumption A5: For those in the treatment regime S = T, the treatment is always ac-
cepted, i.e., 

 ( ( ) 1) 1P D T    (5) 

 It follows that E(YTS=T) = E(Y1D(T)=1), so that the mean difference in outcomes 
between experimental and control groups yields an unbiased estimator of 1.  

 Note that it follows that 1   , i.e., ATT = ITT. 

 Even without Assumption A5, one can make unbiased inferences about 1. [See 
Bloom (1984) and Angrist & Imbens (1991).] 

 Assumptions A1 – A4 imply that the following result: 

 1 0

( ) ( )
( ( ) 1) ( ( ) 1)

( ( ) 1)
T CE Y S T E Y S C

E Y D T E Y D T
P D T 1.
  

    


 (6) 

 

 The derivation of (6) is straightforward.  

 First, note that E(YTS=T) can always be written as the following weighted average: 
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1

0

( ) ( ( ) 1) ( ( ) 1)

[1 ( ( ) 1)] ( ( ) 0)

TE Y S T P D T E Y D T

P D T E Y D T

   

   
 (7) 

 Moreover, E(YCS=C) can also be expressed as a weighted average of the mean of Y0 
for the two latent types, DL(C) = 0 and DL(C) = 1, where the weights are the propor-
tions of the control group that are these latent types. That is: 

 

0

0

0

0

( ) ( ( ) 1) ( ( ) 1)

[1 ( ( ) 1)] ( ( ) 0)

( ( ) 1) ( ( ) 1)

[1 ( ( ) 1)] ( ( ) 0)

L L
C

L L

E Y S C P D C E Y D C

P D C E Y D C

P D T E Y D T

P D T E Y D T

   

   

  

   

 (8) 

 where DL(C) = 0 and DL(C) = 1 denote the latent treatment choices for someone in 
the control group. The second expression follows from  

 The last line of (8) follows from Assumption A3, i.e., the assumption that the control 
group is perfectly embargoed from treatment choice and from the no Hawthorne ef-
fect assumption. Substituting this expression for E(YC|S = C) into (6), the result fol-
lows since the difference between the mean outcomes for the treatment and control 
groups is proportional to [E(Y1D(T)=1) - E(Y0D(T)=1)], where the factor of propor-
tionality is the inverse of the probability of choosing Treatment 1 [P(D(T)=1)]. 

 Note that the LHS of (6) is the definition of the Instrumental Variables (IV) estima-
tor, where the IV is the randomly assigned treatment status. 

 Thus, under this special case, one can identify the effect of a treatment for those who 
receive it, even though the choice process governing the decision to take the treat-
ment is not random. 

 Inferences about Q3 (ATE): 

 In general, the above experimental design does not provide data with which to make un-
biased inferences about Q3. 

 The exception is if one assumes: Assumption A5 and 

 
Assumption A6: The difference, Y1 - Y0 is the same for all individuals (the constant 

orhomogeneous treatment effect assumption). 

 Then it follows that:  

  1 = *.  
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2. Conducting Experiments in Social and Program Contexts: The Less than Ideal Case 

 While the experimental design has many desirable properties and an ideal, the use of such 
designs in social contexts often entail actual designs which do not meet the conditions 
noted in Section 1. We discuss, in turn: 

 some of the violations that are likely to arise in social contexts 

 their consequences for inferences drawn from simple random assignment designs 

 potential adjustments for such problems 

2.1 Noncompliance with “Intended” Treatment Protocols 

Two forms of Noncompliance under randomized experiments:  “No Shows”  and “Cross-Overs.” 

 The Problem of “No-Shows” for the S=T Treatment Regime 

 Individuals assigned to S=T treatment regime end up not choosing the null treatment 
D(T)=1. 

This is a violation of Assumption A5. 

 Examples: 

o Individuals who are accepted into a training program do not show up for the pro-
gram. 

o Individuals in a drug clinical trial who are assigned a new treatment do not take it. 

 We saw in (4) that mean differences in outcomes of experimentals and controls does 
not provide unbiased estimates for 1, i.e., ATT.  

 But “IV adjustment” in (6) does identify 1 if Assumption A4 holds. 

 As we shall see below, the IV adjustment in (6) does not work if both Assumptions A4 
and A5 do not hold, i.e. when there are more than 2 treatment choices 

 D(T) = k, for k = 0,...,K, K > 2.  (9) 

 The Problem of “Cross-Overs” for the S=T Treatment Regime 

 Individuals assigned to S=C treatment regime end up choosing the null treatment, 
D(T)=1. 

 Examples: 

o Individuals applying for a particular training program who are randomly assigned 
to control group & end up going to getting training from another source. 

o Individuals in drug clinical trial assigned to the placebo group end up getting the 
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drug via “drug sharing.” 

 Again, the simple mean differences in outcomes of experimentals and controls does 
not provide unbiased estimates for the more general form of ATT in which interest fo-
cuses on: 

 0( ( ) ,k k )E Y Y D T k S T      (10) 

 for k = 1,...,K.  

 That is, we want to know the effects of various types of treatment choices—such as 
partial compliance with a treatment protocol—relative to the null treatment case. 

 Note that both problems are inherent when dealing with human subjects. In this sense, 
experimental evaluations with human subjects are different than those in agriculture, etc. 

 
 
Example: A Experimental Evaluation of the Effect of Training Services on the Trained—The 

National JTPA Study 

 Random assignment to following treatment regimes: 

A. classroom training,  

B. on-the-job training and/or job-search assistance (OJT/JSA),  

C. other training services.  

 Experimental design of the National JTPA Study well-suited for analysis of the net impacts 
of access treatment regimes. 

 Not so well suited for estimation of treatments chosen by subjects which were randomly as-
signed. 

 See Table 1 below for Distribution of “treatment choices” made by participants in JTPA 
Evaluation. 

o Sizeable fraction of treatment groups in each of the three sets of training streams were 
“No Shows.” 

o One also sees that sizeable proportions of those in the Treatment Groups ended receive 
treatments other than the one that was the main focus of their training stream. 

o Finally, note that there is evidence of Cross-Overs for each of the three Control Groups. 
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Table 1: Distribution of Specific JTPA Services Received by Those in  
(Randomly Assigned) Treatment Groups 

 Percentage of Treatment/Control Group that Received Particular Services:a 

 Classroom Training 
On-the-Job Training/Job 

Search Ass. 
Other Services 

Specific Program Service Received 
Treatment 

Group 
Control 
Group 

Treatment 
Group 

Control 
Group 

Treatment 
Group 

Control 
Group 

Never enrolled 27.60%  43.50%  37.70% 
Classroom training in occupational skills 56.20 27.70% 3.30 11.00% 9.40 16.30% 
Basic educationb 12.90 8.70 3.10 4.70 15.70 9.40 
On-the-job training 3.80 0.20 28.00 0.60 4.70 0.20 
Job search assistance 19.50  28.90  19.70  
Work experience 4.00 0.40 2.90 0.30 2.30 0.40 
Miscellaneousc 9.90  6.50  31.00  
Sample Size 4,119 1,769 4,291 1,851 3,064 1,183 
Source: Exhibit 3.18, Bloom, et al. (1993). 
a. Entries in Table are the percentages of treatment group who received that service. Note that members of a treatment group may 

have received more than one program service, so percentages do not sum to 100.0%. 
b.  “Basic  Education”  includes Adult Basic Education (ABE), high school or General Educational Development (GED) prepara-

tion, and English as a Second Language (ESL). 
c.  “Miscellaneous” included  assessment, job-readiness training, customized training, vocational exploration, job shadowing, and 

tryout employment, among other services. 
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 Possible “Solution” to Problems of Non-Compliance: Use of Experimental Data to Identify a 
Bound on k. 

 Two cases to consider: 

 Estimating Effects for “Partial Compliance” where there is Perfect Embargoing of 
the Control Group: 

 Situations in which experimental subjects can exercise choice over the “treatment” 
they actually receive, but control subjects are perfectly embargoed from treatment 
choice, i.e., cross-overs, in the strict sense of this term, are not allowed. 

 Estimating Effects for “Partial Compliance” when Controls are Not Perfectly Em-
bargoed from Choice: 

 Situations in which control subjects are not perfectly embargoed from treatment 
choice [i.e., cross-overs can occur]. 

[See Hotz and Sanders (1994) for treatment of both cases.] 

2.2 Bounds on Treatment Effects in the Perfectly Embargoed Control Group Case with 
More Than Two Feasible Treatment Choices 

 We maintain Assumption A4 (Perfect Embargo of Control Group) but relax A5 & allow 
for multiple treatments. Given perfect embargoing, expression (8) generalizes to: 

 

     
   

   
   

   

0 00

0

00,

0

0

( ) ( ) ,

( ) ( ) ,

( ) ( ) ,

( ) ( ) ,

1 ( ) ( ) ~ ,

K L L

j

L L

K L L

j j k

L L

L L

E Y S C P D C j S C E Y D C j S C

P D C k S C E Y D C k S C

P D C j S C E Y D C j S C

P D C k S C E Y D C k S C

P D C k S C E Y D C k Z C



 

     

    

   

    

       



   (11) 

where DL(C) = ~k denotes the fact that the latent treatment is not k. E(YTS=T) - E(YCS=C) no 
longer proportional to any one of the k’s. But E(YCS=C) “contains” E(Y0D(C)=k, S=T) which 
provides scope for identifying bounds on k.  

 To see this, note that from (11) one can solve for E(Y0D(T)=k) to obtain the more gen-
eral form of an expression for (6): 

   1 2 0

1
1 ( ( ) ) ( ) ~

( ( ) )
L

k kc c P D T k E Y D C k
P D T k


           

 , (12) 

where  
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    1 ,T Cc E Y S T E Y S C     (13) 

is the Intent-to-Treat (ITT) Effect, and  

    2 ~1 ( ( ) ~ ) ( ) ~k kc P D T k E Y D T    k , (14) 

for k = 1,...,K. Data from experiments allow us to identify (estimate) c1 and c2k, as well as 

P(D(T)=k). But  0 ( ) ~ ,LE Y D C k S C    is not identified from data. 

 However, one can bound k by placing upper and lower bounds on the latter conditional 
expectation. In particular, given that c1, c2k, and P(D(T)=k) are identified from experimental data, 
it follows that deriving bounds on k hinge on obtaining bounds on E(Y0DL(C)=~k), the mean 
outcome in the control group for latent treatment groups other than k. Several alternative sets of 
bounds on k can be formed.  

 

2.2.1 Experimental Bounded Outcome Bounds on k: 

 Suppose that Y has bounded support. 

 Y  [KL, KU],  (15) 

where KL  and KU  are the lower and upper bounds, respectively, on the possible realizations of Y. 
Substitute KL and KU for E(Y0DL=~k, S=C) in (12), to get Experimental Bounded Outcome 
bounds for k: 

 1
1 2

1
max ( ), ( [1 ( )] ) ,

( )Lk L U k LB K K c c P D k K
P D k

  
         

 (16) 

 1
1 2

1
min ( ), ( [1 ( )] ) .

( )Uk U L k UB K K c c P D k K
P D k

  
         

 (17) 

 

2.2.2 Horowitz-Manski Bounds on k: 

 Note that E(YCS=C) represents a contaminated measure of the object of interest, 
E(Y0D(T)=k) it follows that E(YCS=C) “contains” E(Y0DL(C)=k). Given the Perfect Embargo 
Assumption [Assumption A4], the fraction [1-P(D(T)=k)] of the control group has the latent 
treatment status DL(C)=~k and the remaining P(D(T)=k) proportion has latent status DL(C)=k. 
While we do not know which of the control group members have the non-Treatment-k latent 
statuses, we can form lower and upper bounds on E(Y0DL(C)=~k) in the following way.  

 Suppose we assume that all of the observations for which DL(C)=~k have values of Y0 

which lie below the P(D(T)=k)-quantile and above the [1-P(D(T)=k)]-quantile, respectively, in 
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the distribution of Y0 for the control group. That is, to get the lower bound on E(Y0DL(C)=~k), 
we presume that all of the observations on Y0DL(C)=~k lie in the “lower tail” of Y0 and in the 
“upper tail” for its upper bound. Then it follows that 

 0,[1 ( )]P D kY    and 0, ( )P D kY   

denote, respectively, the [1-P(D=k)]th and P(D=k)th quantiles of distribution of Y0 for the control 
group. Then the Lower Bound on E(Y0DL=~k, S=C) is given by  

 E(Y0S=C,Y0  ),  (18) ,[1 ( )]0 P D=kY 

i.e., the truncated mean of Y0D=~k such that Y0  0,[1 ( )]P D=kY  . It follows that the Upper Bound 

on E(Y0DL=~k,S=C) is: 

 E(Y0S=C,Y0  0, ( )P D kY  ).  (19) 

See the accompanying Figure. 

 The Horowitz-Manski bounds on k are obtained as follows. Substituting the correspond-
ing truncated means for E(Y0DL(C)=~k) in (11), one obtains a new set of upper and lower bounds 
on k. Denoted by [ 2

LkB , 2
UkB ], these bounds are defined as:  

 2
1 2 0 0 0,[1 ( )]

1 ( )
,

( )Lk k P D k

P D k
B c c E Y S C Y Y

P D k  

  
      

  (20) 

 2
1 2 0 0 0, ( )

1 ( )
,

( )Uk k P D k

P D k
B c c E Y S C Y Y

P D k 

  
      

.  (21) 

The Horowitz-Manski bounds are robust and impose no further restrictions or constraints on ex-
perimental data than those implied by the above Assumptions. They are the “tightest” bounds 
that can be formed without invoking further assumptions. 
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Y0S=C

f(Y0S=C)

Horowitz-Manski Bounds for E(Y0DL=k, S=C)

Y0,[1-P(D=k)] Y0,P(D=k)
E(Y0Y<Y0,[1-P(D=k)],S=C)

1-P(D=k)

1-P(D=k)

Greatest Lower Bound on 
E(Y0DL=k,S=C)

Smallest Upper Bound on 
E(Y0DL=k,S=C)

E(Y0Y>Y0,P(D=k),S=C)
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2.3 Bounds on Treatment Effects in the Imperfectly Embargoed Control Group Case with 
Two Feasible Treatment Choices  

Structure of Problem and Assumptions: 

 Instead of Assumption A4 we now allow for: 

 Assumption A5: For those assigned to control status, P(D(C)=k) may not be 0 for all k 

But now we return to maintaining Assumption A5 (Only two Treatment Choices). Let 

 D(s) = 0  denote that prescribed treatment is not taken when S = s, s = T, C,  

 D(s) = 1  denote that prescribed treatment is taken when S = s, s =T, C. 

 Four feasible Treatment Choices: 

 D(T) = 1 and D(C) = 0   (Perfect compliance with experimental design) 

 D(T) = 0 and D(C) = 1    (Perfect defiance of experimental design) 

 D(T) = 0 and D(C) = 0    (Never take the prescribed treatment)  

 D(T) = 1 and D(C) = 1    (Always take the prescribed treatment)  

and the probability of these joint events is denoted by ( ( ) , ( ) ),P D T k D T k   k, k = 0,1.  

 

 We seek to identify: 

  1 1 0 ( ) 1E Y Y D T     (22) 

Strategy:  

 Form bounds on:  

 E(Y0D(T)=1,D(C)=0), 

 P(D(C)=0D(T)=1),  

 E(Y0D(T)=1,D(C)=1),  

 or  

 P(D(C)=1D(T)=1)  

and any other joint probabilities based on available data. 

Bounds on E(Y0D(C)=0,D(T)=1): 

 Experimental data does identify E(Y0D(C)=0) which is equal to: 
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 
 

0 0

0

( ( ) 0) ( ) 1, ( ) 0 ( ( ) 1 ( ) 0)

( ) 0, ( ) 0 1 ( ( ) 1 ( ) 0)

E Y D C E Y D T D C P D T D C

E Y D T D C P D T D C

     

        
 (23) 

One can use (23) to form modified versions of either Minimalist or Horowitz-Manski Bounds for 
E(Y0D(T)=1, D(C)=0): 

2.3.1 Modified Bounded Outcome Bounds on E(Y0D(C)=0,D(T)=1): 

 

 
   

 

1
0

0

( ) 1, ( ) 0

( ) 0 1 ( ) 1 ( ) 0
max ,

( ) 1 ( ) 0

L

U L

L
L

B Y D T D C

E Y D C K P D T D C
K

P D T D C

 

        
   

 (24) 

 

 
   

 

1
0

0

( ) 1, ( ) 0

( ) 0 1 ( ) 1 ( ) 0
min ,

( ) 1 ( ) 0

U

L U

U
U

B Y D T D C

E Y D C K P D T D C
K

P D T D C

 

        
   

 (25) 

2.3.2 Modified Horowitz-Manski Bounds on E(Y0D(C)=0,D(T)=1): 

    *

2
0 0 0 0,[ ( ( ) 1 ( ) 0) ]

( ) 1, ( ) 0 ( ) 0,
L

L P D T D C N
B Y D T D C E Y D C Y Y

 
    

C
 (26) 

    *

2
0 0 0 0,[ ( ( ) 1 ( ) 0) ]

( ) 1, ( ) 0 ( ) 0,
U C

U P D T D C N
B Y D T D C E Y D C Y Y

 
      (27) 

where, using results from Hoeffding (1942) and Frechet (1951), 

    max ( ( ) 1) ( ( ) 1) ,0
( ) 1 ( ) 0

( ( ) 0)L

P D T P D C
P D C D C

P D C

      


  (28) 

     min ( ( ) 1), 1 ( ( ) 1)
( ) 1 ( ) 0

( ( ) 0)U

P D T P D C
P D C D C

P D C

      


  (29) 

 Bounds on E(Y0D(T)=1,D(C)=1): 

 Experimental data does not identify above expectation. Must resort to Bounded Outcome 
Bounds on  this term. 

 1
0 ( ) 1, ( ) 1L  LB Y D T D C K    (30) 

 1
0 ( ) 1, ( ) 1U  UB Y D T D C K    (31) 
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 Bounds on P(D(C)=1D(T)=1): 

 
 max ( ( ) 1) ( ( ) 1) 1 ,0

( ( ) 1 ( ) 1)
( ( ) 0)L

P D T P D C
P D C D C

P D C

       


 (32) 

  
 min ( ( ) 1), ( ( ) 1)

( ( ) 1 ( ) 1)
( ( ) 0)U

P D T P D C
P D C D C

P D C

 
  


 (33) 

 Consequently, the following are bounds on 1 hold: 

 Modified Bounded Outcome Bounds on 1: 

  1
1 1( ) max ( ), ( ( ) 1) ( )L L U LB K K E Y D T G  1

0Y         (34) 

  1
1 1( ) min ( ), ( ( ) 1) ( )U U L UB K K E Y D T G  1

0Y         (35) 

  where 

 
1 1

1 0( ) ( ( ) 1, ( ) 0)[1 ( ( ) 1 ( ) 1)]

( ( ) 1 ( ) 1)

L L L

U L

G B Y D T D C P D C D C

K P D C D T

     

  


 (36) 

 
1 1

1 0( ) ( ( ) 1, ( ) 0)[1 ( ( ) 1 ( ) 1)]

( ( ) 1 ( ) 1)

U U U

L U

G B Y D T D C P D C D C

K P D C D T

     

  


 (37) 

 Modified Horowitz-Manski Bounds on 1: 

  2
1 1 0( ) ( ( ) 1) ( )LB E Y D T G Y   

2
L

  (38) 

  2
1 1 0( ) ( ( ) 1) ( )UB E Y D T G Y   

2
U

  (39) 

  where 

 
2 2

1 0( ) ( ( ) 1, ( ) 0)[1 ( ( ) 1 ( ) 1)]

( ( ) 1 ( ) 1)

L L L

U L

G B Y D T D C P D C D C

K P D C D T

     

  


 (40) 

  
2 2

1 0( ) ( ( ) 1, ( ) 0)[1 ( ( ) 1 ( ) 1)]

( ( ) 1 ( ) 1)

U U U

L U

G B Y D T D C P D C D C

K P D C D T

     

  


 (41) 
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2.4 Accounting for Macro Effects Associated with Social Programs 

 The implementation of a permanent program may have several effects on the macro envi-
ronment which may represent part of the “impact” associated with a program. The fol-
lowing are some of the macro effects which would accompany the implementation of a 
new permanent program: 

 Market-equilibrium Effects 

 Implementation of large-scale jobs creation training program may affect the equilib-
rium in the labor market which is affect. 

 Information Diffusion Effects 

 Information about a new set of social services (job counseling for the poor) may reach 
different populations after information has been transmitted through a community 
than would be the case in its initial form. 

 Social Interaction Effects 

 Changes in the attitudes of a society concerning discrimination after the adoption of 
“open-housing” legislation may result in a different impact of such legislation on the 
home-buying behavior of minorities than prior to the changes in these social norms or 
interactions. 

 All of these effects might not be measurable with a Demonstration Project. As a conse-
quence, designing a demonstration project using a micro experiment would not be able to 
measure these effects.  

 Observational Data and use of non-experimental evaluation methods, in which outcomes 
are measured over time and across geographically separated regions or neighborhoods 
may be better suited to deal with macro effects. 

 Use of an experimental design in which treatment regimes are randomly assigned across 
regions might be a partial solution to dealing with macro effects. 

2.5 Problems Accounting for Entry Effects in Experimental Designs 

 In typical experimental design of a program—such as a training or welfare program—
individuals who have applied to and/or are subject to the program are those at risk of be-
ing assigned to a Treatment Regime. 

 Applicants to a new training program are either randomly assigned to have access-to-
the-training (S=T) or are denied access (S=C). This set of subjects are then followed 
and their subsequent outcomes (e.g., earnings, labor force participation, etc.) is meas-
ured and compared. 

 But, over time (as the program matures) and/or in different economic conditions, the ap-
plicant pool may change, i.e., those who wish to enter the new program may change. As a 
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 Possible Solutions: 

 If feasible—and this is a big if—one may be able to randomly assign an entitlement-
to- treatment before an individual even applies.  

 For example, the Military Draft Lottery in the U.S. during the Vietnam War 
Era is an example of such a random assignment. 

 In such cases, one may be able to then monitor how entry is affected by a change in 
the regime. 

 For example, regions or neighborhoods might be randomly assigned a particular treat-
ment—such as expedited access to a set of services—and other regions would not receive 
such services. Then one could monitor the impact of the new treatment (expedited ser-
vices) on the differential rate of utilizing social services. 

3. The Use of Experimental Designs to Identify “Structural” Models of Behavior 

 In an earlier era of program evaluation, advocates of experiments argued for the use of 
random assignment to generate exogenous variation with which to identify structural 
models of behavior. 

 The early designers of the Negative Income Tax (NIT) Experiments in the U.S. [see 
Cain and Watts (1973)] advocated evaluations in which welfare guarantees and bene-
fit-reduction rates were randomly assigned to poor populations in order to obtain bet-
ter estimates of the income and substitution effects for models of labor supply equa-
tions.  

 The designers of the Residential Electricity Time-of-Use Pricing Experiments [see 
Aigner (1985)] used data from experiments in which different time-of-day pricing 
schemes were randomly assigned to residences as a way of estimating price elastic-
ities for electricity demand equations. 

 More recently, the actual applications of experimental designs to program evaluation 
have had a black box orientation. 

 The focus has been on the identification of the net impact of one treatment regime to 
a null treatment regime. 

 Simple mean differences between experimentals and controls have been the focus of 
such analyses.  

 Such results often tell little about how individuals would respond to different treat-
ments that one might envision but that are not the same as those considered in the ex-
periment itself. 

 In my view (and in the view of others), this is an unfortunate development. 
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 Heckman (1992) has argued for more attention to designing experiments with an eye 
to identifying parameters characterizing structural models. 

 Greenberg, Meyer and Wiseman (1993) also have argued for designs of experiments 
in welfare-to-work initiatives in the U.S. to identify “production function” for produc-
ing work-related “skills” among the poor. 

 In attempting design experiments with such a goal in mind, several issues need to be con-
sidered: 

 A larger number of treatments should be used in the design to maximize the informa-
tion about the production function “response surface.” 

 Attempts should be made to maximize the distinctness of the treatments. 

 Other issues. 
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Professor V. Joseph Hotz 
 

IV.  Designing Experimental Evaluations of Social Programs: The Case of the National 
JTPA Study 

 
1. Introduction  

1.1 The Problem: Can we obtain “reliable” estimates of the impact of social programs such 
as the manpower training programs of the Job Training Partnership Act (JTPA)? 

 Virtually all of these evaluations use nonexperimentally-based statistical methods for es-
timating the impact of the programs. 

 Problem confronted in such analyses is selection bias.  

 In the recent literature on program evaluation, several authors have argued that alterna-
tive nonexperimental estimators of program impact produce a disconcertingly wide range 
of estimates even when applied to the same data. 

 See Table 1.1. 

 “...estimates of program effects that are based on nonexperimental comparisons can 
be subject to substantial misspecification uncertainty” (Burtless and Orr, 1986, p. 
613) 

 and that  

 “...randomized clinical trials are necessary to determine program effects” (Ashenfel-
ter and Card, 1985, p. 648). 

 Barnow (1987) argues that  

  “...experiments appear to be the only method available at this time to overcome the 
limitations of nonexperimental evaluations” (p. 190). 

 LaLonde and Maynard (1987) compare the experimental the experimental estimates of 
the National Supported Work Demonstration impact with estimates obtained using non-
experimental procedures and find that: 

 “the nonexperimental procedures may not accurately estimate the true program im-
pacts. In particular, there does not appear to be any formula [using nonexperimental 
methods] that researchers can confidently use to replicate the experimental results of 
the Supported Work Program. In addition, these studies suggest that recently devel-
oped methods for constructing comparison groups are no more likely (and arguably 
less likely) than the econometric procedures to replicate the experimental estimates of 
the impact of training.” 

 They conclude that these  

 “findings are further evidence that the current skepticism surrounding the results of 
nonexperimental evaluations is justified.” (LaLonde and Maynard, 1987). 
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1.2 The Disadvantages of Using Non-Experimental Methods for Evaluating Manpower 
Training Programs 

 Evidence of Wide Range of Estimates Using this Method  

 “Model Misspecification Uncertainty”  

 Controversy over what is the “correct” Selection Correction Method 

 Inherent Difficulty in Conveying Results to Policy Makers  

1.3 Designing The National JTPA Study: A Two-Pronged Strategy  

 In light of these findings the Job Training Longitudinal Survey Research Advisory Panel 
recommended that to evaluate the impact of the Job Training Partnership Act (JTPA), 
DOL should: 

 “perform a selected set of classical experiments over the next several years that in-
volve random assignment of program-eligible individuals to the treatment (experi-
mental) group and to the non-treatment (control) group...[with the intent] to use these 
experiments to evaluate the net impact of JTPA for selected target/treatment groups 
in a set of SDAs that volunteer to participate” 

 and  

 “Further, it is intended to use these experimental results and the understanding of the 
selection process gained therby to improve the effectivenss of quasi-experimental de-
signs as a strategy for program evaluation.” 

2. Evaluating Demonstration Projects versus Existing On-Going Programs: Key Differ-
ences and their Consequences for Designing Evaluation Studies  

 Three Problems in Evaluating On-Going Programs: 

2.1 The “treatments are dictated by the program and frequently are not neatly categorized as 
they can be in demonstration projects. 

2.2 Establishing the “Counterfactual” State 

 Information on what behavior would be like if the program did not exist or if it had not 
provided services to a program particpation is much more difficulty to obtain with 
on-going programs. 

2.3 Question being addressed in evaluating on-going programs is much more difficult to an-
swer 

 Demonstrations address the question of what might happen if a program is implemented.  

 For on-going programs the question is: does it work? 
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3. The JTPA System: Key Features and their Challenges To Evaluation  

 The Decentralization and Diversity of the JTPA System 

 The Multi-faceted and Complex Governing Structure of the JTPA System 

 Who is Served and the Role of Performance Standards in the JTPA System 

 Implications of JTPA Program Features for Evaluation 

4. The Design of the Experimental Component of the National JTPA Study  

 See Table 1.3. 

4.1 How should the sites (SDAs) in which to conduct the study be selected and how could 
their participation be gained?  

 Ideal: Would like to use a random (or stratified) sampling scheme to select sites in order 
to obtain nationally representative results. 

20 with 30,000 clients normally served with SDAs chosen randomly  

 Reality in JTPA Study: Take virtually any sites which would agree to participate. 

 16 SDAs with approximately 23,000 clients in those SDAs which “cooperated” 

 See Tables 5.2, 2.1 

4.2 How could the intrusion on the operations of the SDAs be minimized while conducting 
the experiments?  

 Ideal: Would like to minimize intrusion of program in order to assess programs as they 
normally operate. 

 Reality in JTPA Study: Modifications in Performance Standards and Allocations had to 
be done in order to gain cooperation of local programs. 

4.3 What groups should be studied and how should they be disaggregated?  

Adult Women  
Adult Men  
Out-of-School White Youth  
Out-of-School Minority Youth  

 Separate groups given differences across groups in previous findings and differences in 
labor market conditions facing these groups. 

4.4 What should be the definition of “treatments” in the Study and, thus, what type of impact 
estimates would be provided?  

 Originally: to be:  
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On-the-Job Training (OJT)  
Classroom Training and Occupational Skills Training (CT-OS)  
Job Search Assistance (JSA)  

 In the End: See Table 4.2  

4.5 At what stage in the program’s processing of program applicants should random assign-
ment be conducted?  

 See Figures 1 and 4.1  

4.6 What should be the allocation of participants between treatment groups and control 
status?  

 In the End: 1 in 3 will be randomly allocated to Control Group Status  

4.7 How long should controls be “embargoed,” i.e., denied access to JTPA services?  

4.8 How Will the Participants be Allocated Across Types of Training? 

 See Table 2.  

 1 in 3 will be randomly allocated to Control Group Status  

4.9 How large should the treatment and control groups be to obtain estimates with statistical 
power?  

 See Table 5.9. 

4.10 What Kinds of Analyses can one do given the (Experimental) Design? 

 Simple Mean Experimental vs. Control Comparisons for each Treatment (OJT, CT-OS, 
and Other Activities (OA)) separately by Target Groups 

 “Corrections” for No-Shows and Cross-Overs  

 Benefit-Cost Analyses  

5. Designing Experimental Evaluations of On-Going Programs: Tentative Conclusions 

 Difficulty in Conducting Experimental Evaluations which have external validity. 

 Because of intrusion into operations of program in order to conduct experiment, also po-
tential problems with obtaining internal validity. 

 Issue of sample sizes and statistical power for conducting within-site analysis. 
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Professor V. Joseph Hotz 
 
V.   Designing Non-Experimental Evaluations of Social Programs: Alternative Methods of 

Estimation and the Associated Data Requirements 
 

1. Expressing Model in Regression Format 

 Let the potential outcome, , be characterized as: 0
itY

 0 0( )it t i itY g X U 0   (5.0a) 

and  by  1
itY

 1 1( )it t i itY g X U 1   (5.0b) 

where ( ) ( ),  and ( ) 0, 1,0.j j j
t i it i it ig X E Y X E U X j  

1 0

 

In the general, heterogeneous treatment effect, case,  

  (5.1a) 

1 0

0 1 0

0 0

0 0

0 *

(1 )

= ( )

( ) ( )

( ) ( ) [ ( )]

( ) ( )

it i it i it

it it it i

t i it i i it

t i t i i it i it it

t i t i i it

Y DY D Y

Y Y Y D

g X X D U

g X X D U D U U

g X X D U







  

 

  

    

  

where the effect of the treatment, D, for individual i is defined to be: 

    1 0 1 0 1 0( ) ( ) ( )it i it it t i t i it itX Y Y g X g X U U        (5.1b) 

and the average treatment effect (ATE) in period t conditional on Xi is: 

 * 1( ) ( ) ( ) ( )t it it i t i t i
0X E X g X g X      (5.1c) 

and the average treatment on the treated (ATT) effect is given by: 

 1 0 1 0( ) ( , 1) ( ) ( ) [ , 1]t it it i i t i t i it it i iX E X D g X g X E U U X D          (5.1d) 

 Note that a special case of (5.1d) – the homogeneous treatment effect case – is character-
ized by: 

 ( ) ( ),  for all t i it iX X i  , (5.2a) 

 

 
V-1



which arises when  and implies the following specification of the outcome equation: 1
it itU U 0

t

i

  (5.2b) 
0 0

0

( ) ( )

( ) ( )

it t i t i i it

t i t i i i

Y g X X D U

g X X D U





  

  


 Yet another special case of (5.1d) – the common or constant treatment effect case – is 
characterized by: 

 ( ),  for all ,t it iX i X   (5.3a) 

which implies that the outcome equation can be written as: 

 
0 0

0

( )

ˆ( )

it t i t i it

t i t i i

Y g X D U

g X D U



 t

  

  
 (5.3b) 

 Finally, note that yet a further specialization of the specifications of the potential out-
comes in (5.1a) and (5.1b) restricts  

  (5.3c) ( ) , 1,0,j j
t i i tg X X j 

which gives rise to linear (in X) versions of the observed outcome equations in (5.1a), (5.2b) and 
(5.3b) above. 

 Selection bias arises when the disturbance terms,  in the outcome equations, 

(5.1a), (5.2b) and (5.3b), respectively, are correlated with the treatment status, Di. Note that this 
bias will arise when the treatment status, D: 

* ˆ,  or it it itU U U


(a) depends upon 0 ,itU  the pre-treatment level of U, and/or  

(b) depends on ],  the unobserved gain associated with the treat-

ment relative to no treatment. 

1 0 [ ( ) ( )it it it i t iU U X X   

1.1 Origins of Selection Bias 

Statistically-Based Approaches: 

 Let the index, INi, be a function of both observed (Zi) and unobserved (Vi) variables. 

 i i iIN Z V   (5.4) 

Then the ith individual’s training (treatment) status is  

  (5.5) 
1 if and only if 0,

0 otherwise.
i

i

IN
D


 

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The error term Vi is assumed to be independently and identically distributed across persons, 
where the distribution function of Vi is denoted as F(vi) = Pr(Vi < vi).  

 Assuming that Vi is distributed independently of Zi: 

 Pr( 1 ) 1 ( ) ( )i i iD Z F Z p Z     i  (5.6a) 

which Rosenbaum and Rubin (1983) call the “propensity score.”  

 To the extent that either Zi and/or Vi are correlated with Uit, selection bias will be present 
in non-experimental settings, i.e., E(Uit|Xit,Di) will not be zero. Its presence implies that  

 0( , ) ( , )it i i it i t it i i it i tE Y D Z X D E U D X X D           (5.6b) 

so that an ordinary (or nonlinear) least squares (OLS) regression of Yit on Xit and Di will not yield 
consistent estimates of t (or ). (Why not?) 

Model-Based Approaches: 

 Suppose that the objective of the agent is to maximize the Present Value of their lifetime 
earnings, where 

Y0it for t = 1,…,k. (pre-training earnings)  

(Y0it,Y1it) for t = k+1,…,T. (post-training earnings) 

ci direct cost of training in period k. 

 

1 , 0 ,

1 0

,
0

1

max
(1 ) (1 )
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max
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i k j i k j

i ij jD
j j
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j

Y Y
E c
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E c Y I
r



 
 

 






 
  

   

 
  

  

 



kI

 

which implies the following decision-rule for taking training: 

 0
1

1,  if 0,
(1 )

0,  otherwise.

T k
ik j

i ik ikj
ji

E c Y I
D r






  
        




  

 Different estimators of program participation (treatment choice) and training (treatment) 
effects play off of different assumptions about the structure of the earnings processes, costs of 
training, and information sets. 
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2. Control Function Estimators for Use with Post-Program Data on Participants and 
Members of a Comparison Group 

2.1 General Considerations 

 One class of methods are control function estimators, where h(di,Xi,Zi,) is the control 
function and where  is a vector of parameters. The control function adjusts for the dependence 
between di and Uit so that 

 0 ( , , , )it it i t i i i itY X D h d X Z U          (5.7) 

where, when h(Di,Xi,Zi,) = E(Uit|Di,Xi,Zi), ( , ,it i i iE U D X Z )  = 0.  

2.2 Selection on Observables 

 One variant within the control function class arises when the dependence between Uit and 
Di is assumed to be due to the observed variables, Zi, influencing selection into the program. Un-
der the selection-on-observables assumption, it follows that while  

 ( , ) 0 and ( , , )it i i it i i iE U D X E U D X Z 0   

It is the case that  

 ( , , ) ( , , )it i i i it i iE U D X Z E U X Z . 

In this case, controlling for a function of Xi and Zi (but not di) solves the selection bias problem. 
As before, augmenting (5.2) with an appropriate control function, i.e.,  

 0 ( , )it it i t i i itY X D h X Z U         (5.8) 

and utilizing least squares to estimate (5.8), will yield consistent estimates of t. Thus the selec-
tion bias problem (i.e., the correlation between Uit and Di) can be eliminated by accounting for 
the observable factors that influence the selection process.  

 One functional form for h( )—see Barnow, Cain and Goldberger (1980)—is: 

 1( , )it i it t i th X Z X Z 2    (5.9) 

where 1t and 2t are parameter vectors. This also called the regression discontinuity design 
quasi-experimental estimator, which has frequently been used in the educational evaluation lit-
erature.  

 A related strategy has been proposed by Rosenbaum and Rubin (1983). They use p(Zi) = 
1 – F(-Zi ), the propensity score control function: 

 ( , ) (it i ih X Z p Z )  (5.10) 
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where p(Zi) is estimated separately (via logit or probit analysis), predicted values are formed, and 
these predicted propensity scores are included as regressors in the earnings (outcome) equation. 
The latter is then estimated using least squares methods.  

2.3 The Mills Ratio (or “Heckman”) Procedure 

 Historically, a commonly used control function estimator proposed by Heckman (1976), 
is based on the assumption that the joint distribution of Uit and Vi is bivariate normal. Under this 
set of assumptions, h(Di,Xi,Zi,) = E(Uit|Di,Xi,Zi) is proportional to the Mills ratio, i.e.,  

 
( )

( , , , )
1 (

i
i i i

i

Z
h D X Z

)Z

 





 (5.11) 

where  and  are the standardized normal density and distribution functions, respectively. Un-
der the joint normality assumption, the inclusion of the Mills Ratio in the outcome equation 
(5.2), i.e.,  

 0

( )

1 ( )
i

it it i t t it
i

Z
Y X D

Z

    


 
U       

 (5.12) 

where t is a parameter to be estimated.  

 A consistent estimate of t when (5.12) is estimated by least squares. In practice, a two-
stage procedure is used, sinceis generally unknown and also must be estimated.  

3. Longitudinal and/or Repeated Cross-Section Data Estimators  

3.1 Before and After Estimators 

 Suppose we compare the outcomes of trainees (the treated group) after training (treat-
ment) with their outcomes before receipt of treatment. That is, we use pre-training outcomes of 
treated to proxy for their counterfactual post-training outcomes. Suppose that training occurs in 
period l and t < l < t and we have data on Yit for trainees in periods t and t. Recall that  

 Y1it  YitD=1 (5.13) 

but we are missing Y0itD=1 Suppose we use YitD=1 to measure it. For this to be valid, we must 
assume that  

 0 0( t tE Y Y D 1) 0   . (5.14) 

If (5.14) holds, then we can use  

 Tt TtY Y   (5.15) 

to estimate (E D  1)  since ( ) (Tt TtE Y Y E D  1)    . 
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 Note that Yik can be written as: 

 0ik i i ikY X D        (5.16) 

where k = t,t and note that Di = 0 in period t but Di = 1 for t > l. 

3.2 Fixed Effect Estimators 

 Suppose that Yik changes over time due to factors other than training. (These would in-
clude factors that change over a person’s life cycle and/or temporal changes in environmental 
conditions, such as the state of the labor market.) Recall the specification in (5.16). Let’s gener-
alize it in the following way 

 0it ik i k k i ikY X D           (5.17) 

where Uik is now assumed to have the form  

 1ik k i ikU     , (5.18) 

and  is a fixed parameter, 1i is a zero mean, person-specific component or “fixed effect,” and 
ik is serially uncorrelated random variable that is independent of 1i. [Note that  is often set to 1 
in the literature on fixed effects estimation.] 

 In this specification, i, but not ik, assumed to influence program participation decision. 
Thus, 

 ( , , ) 0,  for all , , .it it i it itE U U D X X t t t k t      

t

 (5.19) 

Furthermore, suppose that we assume that  

 t    (5.20) 

It follows that consistent estimates of t obtained by estimating  

 ( ), forit it i t it t it t it itY Y d X X t k t  .                 (5.21) 

Under the assumptions of the fixed effect model, estimating (5.21) by least squares yields a con-
sistent estimator of t.  

 Note that one does not need to have data on a comparison group, so long as one has be-
fore and after training data for the trainees. At the same time, one can use data on trainees (D = 
1) and a comparison group (D = 0).  
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3.3 The Difference-in-Difference Estimator 

  Consider the following version of the model for outcomes:  

 0ik ik ik i ikY D          (5.22) 

where ik denotes time varying variables and the other parameters and random variables are as 
before. Let  

  
1,  if person  receives treatment in period 

0,  otherwise.ik

i k
D


 


That is, we have two types of individuals that we observe in periods t and t:  

(a) those received treatment between periods t and t, i.e., Dit = 1, but, Dit = 0. Denote 
this group as the T’s. 

(b) those who did not receive the treatment at all, i.e., i.e., Dit = 0 and Dit = 0. Denote 
this group as the N’s. 

i again is source of correlation between Di and Uik = i + ik. 

 Suppose only have data from repeated cross-sections for which we have cross-sections 
for the N and T groups in periods t and t. The Difference-in-Difference (Diff-in-Diff) estimator 
assumes that  

(i) the relationship between Yik and D is given by (5.22) 

(ii) ( ) 0Tt   and TtE   ( ) 0Nt   (time invariant group composition)  NtE  

(iii) ( ) ( )Nt NtTt TtE E      (common group trends) 

Then it follows that 

 
( )

( )
T

N

E Y

E Y

 


   

  
 (5.23) 

and 

 ( )T NE Y Y     (5.24) 

where t tx x x    . 

One also can apply OLS regression methods to implement the Diff-in-Diff method.  

 When one has longitudinal data, the fixed effect estimator amounts to differencing the 
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dependent and independent variables, i.e., 

 ( ) ( ) (it it it it it itY Y D D v )         (5.25) 

or  

 ( ) ( ) ( ) (it it it it it it it itY Y D D X X v )             (5.25) 

If one controls for Xik, and then and applying OLS to either of the above equations. 

 When one has repeated cross-sectional data on the treatment and non-treatment groups, 
one estimates the following equation 

 0 1 2 5ik k i ik k k i ik k ikY P T X P P T X P               (5.26) 

using OLS, where  

 
1,  if 

0,  otherwisek

k t
P


 


. 

Violations of Assumptions (i), (ii) or (iii): 

 Violations of these assumptions will invalidate the Diff-in-Diff estimator. 

Violation of Assumption (ii):  

 In this case, consider the possibility that the sample of cross-sections changes over time. 
In the case of longitudinal data, suppose that there is sample attrition, i.e., data on same firms is 
not available for both time periods. In the case of repeated cross-sectional data, the composition 
may change between the two time periods and this change may be due to changes in the law, i.e., 
firms enter or exit in response to treatment. Then, either ( ) 0Tt TtE      or ( )Nt NtE     0 . 

Violation of Assumptions (i) and (iii):  

 It is easier to think about violations of Assumption (iii), but this could come about be-
cause of the assumed functional form in (5.22) does not hold, i.e., there are non-linearities in-
volving Dik and i’s. The key assumption is that the change in treatment group over time, net of 
the influence of the treatment, is captured by the change in the outcomes for the comparison 
group. Suppose this is not the case. Consider, for example, a revised version of (5.26). 

 0 1 2 5ik k i ik k k i ik k i ik k ikY P T X P P T X P T X P                 (5.27) 

Here the assumption is that the there is a change in the outcome for the treatment group over 
time, over and above the impact of the treatment itself. As a result, differencing in longitudinal 
data or differencing the averages in repeated cross-sectional data will not eliminate the bias. 
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3.4 The Random Growth Estimator 

 Suppose Uit is of the following form,  

 1 2it i i itU t      (5.28) 

where 1i is as before and 2i is a person-specific growth rate for the outcome variable Yit. Again, 
suppose that (1i,2i) uncorrelated with it for all i and t. In this model, individual outcomes are 
allowed to differ both in levels and in rates of growth. Program participation decisions depend on 
1i and 2i so that Uit correlated with di. Consider the following transformation of the outcome 
equation,  

  (5.29) 1

1 1

1

[ ] ( )[ ]

[ ] ( )[

[ ] ( )[ ]

it it it it

i t it t it t it t it t

it it it it

Y Y t t Y Y

d X X t t X X

t t

    
   

  

      

  

    
    

    

]

where t > k > t. Estimation of (5.29) by least squares will yield consistent t.  

3.5 The Autoregressive Disturbance Estimator 

 Historically, another commonly used longitudinal estimator is based on the assumption 
that the outcome disturbances, Uit, have an autoregressive structure. In the case of a first order 
autoregressive structure,  

 , 1it i t itU U   , (5.30) 

where  is a parameter (assumed to not equal ± 1) and it is a mean zero independently distrib-
uted random disturbance. Once again a transformation of the outcome equation can be used to 
eliminate the selection bias problem. 

 
( 1)

, 1
0

(1 )
t t

t t t t t t j
it it it t it t t i i t

j

Y Y X X d       
 

    
   




 
       

 
  (5.31) 

Under the assumptions for the autoregressive model, nonlinear least squares methods applied to 
(5.31) will yield consistent estimates of t.  

4. Instrumental Variables (IV) Estimators  

 IV estimators presume the existence of variables (elements of Zi, for example) which are 
independent of the outcome equation disturbances, , , but are correlated with the train-

ing/treatment status of individuals, di.  

0
itU 1

itU

 Assumptions for Instrumental Variable: 

 A1: Conditional on X, Wi  Zi is uncorrelated with unobservables ( 0
itU ,Vi) and ( 1

itU ,Vi). 
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 A2: Conditional on X, Di is non-trivial function of Wi.  

 Implications of Assumptions: 

A2 implies  

 E(D|X,W) = Pr(D = 1|X,W)  Pr(D = 1|X) 

A1 states that W has no impact on Y through unobservables, U’s, but only through its influ-
ence on D. That is, W helps “trace out” influence of just D on Y. 

4.1 Homogeneous Treatment Effect Case 

 Case where it(Xi) = t, for all i and Xi. Standard result is: 

 
( , )

( , )
i i

IV
i i

Cov Y W

Cov W d
   (5.32) 

Or consider (linear) projection of D on W: 

 0 1iD Wi ie    . (5.33) 

where E(ei) = 0 and E(eiWi) = 0. (In practice, this projection can be estimated with a linear re-
gression of Di on Wi.) An IV estimator of a can be obtained by forming a predicted value of di 
by: 

 0 1
ˆ

iD iW    (5.34) 

Then: 

 ˆ
it it t i t itY X D U     , (5.35) 

where  = Uit – ei. Use OLS on (5.35) to estimate IV.  itU 

 Note that with IV estimators, no explicit distributional assumptions about Uit or Vi need 
to be made.  

4.2 Heterogeneous Treatment Effect 

Case where it(Xi) varies with i. Need further assumptions. 

A3: Selection of D by agents does not depend on ( ) ( )it i t iX X    the (unob-

served) gain from treatment. 

1 0[ it itU U  ],

This assumption holds if individuals are no more knowledgeable about gain from treatment than 
is the econometrician.  
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 It follows that: 

 1 0[ , , ] [ [ ( ) ( )] ,it it i i i i it i t i i iE U U X W D E D X X X W    ] 0  (5.36) 

and given A1 and A2, the IV estimator defined in (5.32) identifies the average treatment effect, 
E(t|X). 

 However, if A3 fails to hold, agents know and use gain, ( ) ( )it i t iX X  , in selection of 

D. As a result, the error in the outcome equation –  in  *
itU

  (5.1a) 0( ) ( )it t i t i i itY g X X D U   *

)where  is correlated with W, since W is correlated with D. In particular, 

now shifts in W not only cause shifts in D, but also cause shifts in Y, through , which con-

founds being able to identify t(Xi). 

* 0 1 0(it it i it itU U D U U  
*
itU

 Thus, in this more general case, IV estimator of the treatment effect is inconsistent with-
out further assumptions. 

4.3 Local Average Treatment Effect (LATE) 

 Imbens and Angrist (1994) propose a way to deal with the above problem. They do so, in 
essence, by changing the parameter of interest and then adding an additional assumption about 
the nature of how W affects D.  

A2: Conditional on X, the decision rule governing D is a monotonic function of W. 

The idea now is that we assume that changes in the instrument, W, result in changes in D in a 
monotonic way, i.e., either always increases (never decreases) or always decreases (never in-
creases) the probability that D = 1. 

 In addition, we define a “localized” version of A1: 

 A1: Conditional on X and Wi = wi, Wi  Zi is uncorrelated with unobservables ( 0
itU ,Vi) and 

( 1
itU ,Vi). 

The difference between A1 and A1 is that now we condition on a particular value of w and only 
require that the instrument, W, is uncorrelated with unobservables, ( ,Vi) and ( ,Vi), deter-

mining potential outcomes and D.  

0
itU 1

itU
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Compliance Types [see Imbens & Angrist (1994) and Angrist, Imbens & Rubin (1996)] 
 

 Di(Wi = 0) 
 

 0 1 

0 Never-Taker Defier 
Di(Wi = 1) 

1 Complier Always-Taker 

 
We observe D for different values of Instruments 

  Wi (Instrument) 

  0 1 

0 Complier or    Never-
Taker 

Never-Taker or Defier 

Di (Treatment) 
1 Always-Taker or 

Defier 

Complier or    Always-
Taker 

 
Monotonicity implies that there are no “defiers” 

  Wi (Instrument) 

  0 1 

0 Complier or    Never-
Taker 

Never-Taker 

Di (Treatment) 
1 Always-Taker Complier or    Always-

Taker 

 
Thus, we are assuming that for (Wi = 0; Di = 1) and (Wi = 1; Di = 0), the assumptions imply their 
compliance types unambiguously. 

Then it follows that: 

 

1 0

1 0

1 0

1 0

1 0

( , ) ( , )

[ ( ) (1 ( )) , ]

[ ( ) (1 ( )) , ]

[( ( ) ( ))( )]

[ , ( ) ( ) 1]Pr[ ( ) ( ) 1]

[ , ( ) (

it i i it i i

i it i it i i

i it i it i i

i i it it

it it i i i i i

it it i i i

E Y X W w E Y X W w

E D w Y D w Y X W w

E D w Y D w Y X W w

E D w D w Y Y

E Y Y X D w D w D w D w

E Y Y X D w D

  

    

    

  

      

   ) 1]Pr[ ( ) ( ) 1i iw D w D w  ]    

 that either

 (5.37) 

where the second line follows from A1. Now it follows from A2, i.e.,  
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( )i iD r ( ) (i iD w D w( )w D w  o , that either  

1]

)

 Pr[ ( ) ( ) 1] or Pr[ ( ) ( )i i i iD w D w D w D w       

equals zero for everyone, i.e., the change from W = w to W = w shifts people to treatment (D = 
1) or not treatment (D = 0), but not both. Thus, if we suppose that ( ) ( )i iD w D w , then 

 and it follows from (5.37) that: Pr[ ( ) ( ) 1] 0i iD w D w   

 1 0 ( , ) ( ,
[ , ( ) ( ) 1]

Pr( 1 ) Pr( 1 )
it i i it i i

it it i i i
i i i i

E Y X W w E Y X W w
E Y Y X D w D w

D W w D W w

  
   

    
)

 (5.38) 

which is, by definition, the Local Average Treatment Effect (LATE). 

 First, note that this treatment effect depends on “changers,” i.e., those who would change 
from one value of D to another, in response to a shift in W from w to w. In general, we don’t ob-
serve which individuals are changers! 

 Second, note that the LATE depends on the values of W, i.e., on w and w. We get differ-
ent treatment effects if these values change. This is why LATE is local. 

 

5. Regression Discontinuity Designs 

 A Regression Discontinuity (RDD) Design has a simple identification strategy that is 
applicable in certain circumstances. Often one has access to, or incentives for participation in, a 
service or program that is assigned based on “rules” in which the criteria based on some index – 
e.g., test scores, income levels, “borders” – with cutoff values for program entry (and denial), 
rather than based on the discretion of administrators. The “idea” of the Regression Discontinuity 
Design is to compare individuals that are similar (with respect to some continuous characteristic 
or index) but are on different sides of the cutoff point. This comparison can provide credible es-
timates of causal effects for a specific subpopulation, i.e., it is a “local” effect as with LATE. The 
RDD has good “internal validity” properties but not so good external validity.  

 

5.1 Basic Set-Up 

 Continue to use notation for potential outcomes,  and , and dichotomous treatment 

status, Di. Then there is a continuous variable, Zi, over which individuals differ and which is 
used to determine treatment status in a discontinuous way. 

0
itY 1

itY

There are two cases to consider: 

Sharp RD (SRD) Design and Fuzzy RD (FRD) Design. 
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5.2 Sharp RD Design 

Suppose that treatment status, Di, is fully determined by one’s value of Zi. In particular, let z* 
denote a cutoff value such that: 

  *1i iD Z z   (5.50) 

So that the probability of being treated (i.e., being in treatment group) or the propensity score, 
changes discontinuously at z*. Then the propensity score at z* is given by: 

 
*

*( ) lim Pr( 1 ) 0i
z z

p z D Z





    (5.51a) 

 
*

*( ) lim Pr( 1 )i
z z

p z D Z





1    (5.51b) 

Both limits are assumed to exist. Because the RDD treatment choice process (at least the assign-
ment part) is, by assumption, fully determined by Z, this design is a form of selection on observ-
ables.  

Key Assumption for RDD: 0
it iE Y Z z    and 1

it iE Y Z z    are continuous in Z. 

which is equivalent to assuming that    0 * 0 * .it itE U z E U z    Then it follows that the parameter 

that is identified under SRD is: 

    * *( ) .SRD
it itz E Y z E Y z   *

* )

 (5.52) 

The appropriate estimator of  is , formed by taking the average Y’s on either 
side of z*, typically using kernel estimators to account for getting closer to z* as N gets large. 

*( )SRD z *ˆ ( )SRD z

5.3 Fuzzy RD (FRD) Design  

 In this case, treatment status, Di, is not fully determined by one’s value of Zi; other fac-
tors matter. Thus,  

 *( ) (p z p z   (5.53) 

So, there are other factors that determine treatment status, D, on either side of the discontinuity at 
z*.  

 Because of the “fuzziness” of the determination of Di, we need an additional assumption 
in order to characterize a causal effect, even a local one, in the context of heterogeneous treat-
ment effects, i.e., selection on the basis of “gain.” 
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A3: E(i|D,Z) = E(i|Z) for Z = z in small neighborhood of z*. 

Then with Assumption 2 and continuing to maintain the Key Assumption for RDD, the parameter 
that is identified under FRD is given by: 

 
   * *

*
* *

( ) .
( ) ( )

it itFRD
E Y z E Y z

z
p z p z


 

 





 (5.52) 

Notice that these two assumptions are similar to those used in the LATE parameter.  

 FRD identifies the average treatment effect of a randomly selected individual with a 
value of Z at z*. 

 In this context, LATE identifies the average impact of the treatment on a randomly se-
lected individual that changes treatment status as the value of the instrument (IV) changes 
from z*- to z*+. 

 Estimator for , , is formed using kernel estimators of the various pieces 
in (5.52). 

*( )FRD z *ˆ ( )FRD z

Interpretation of  (see Hahn, Todd and Vander Klaauw, 2001): *( )FRD z

 Interpret Di(Z) as a potential treatment status, given cutoff value, for z in some small 
neighborhood around z*. Assume Di(Z) is non-increasing in Z at z = z*. Then a complier in this 
set up is someone for whom: 

 
*

lim ( ) 0i
z z

D z


  and 
*

lim ( ) 1.i
z z

D z


  (5.53) 

Then it follows that: 

 

   
   
 

* *

* *

1 0 *

lim lim

lim lim

 is a complier and 

it it
z z z z

i i
z z z z

it it

E Y Z z E Y Z z

E D Z z E D Z z

E Y Y i Z z

 

 

 

 

  

  

  

 (5.54) 

5.4 Weaknesses of RDD 

 Both RDD are local effects.  

 FRD requires Assumption 2, just as in LATE. 

 Local manipulation of the groups on either side of z* can result in change in composition 
of groups, once cutoff is set, i.e., students trying to get a higher SAT (LSAT, GRE) score 
to get into college (Law School, Graduate School). 
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6. Statistical Matching Procedures and Non-Parametric Methods 

 Statistical matching procedures for estimating program impacts in non-experimental de-
signs construct a matched sample for the program participants using data from a comparison-
group of nonparticipants and use the differences in post-program outcomes between participants 
and their comparison group match to estimate the program impact. 

 The idea is to match the members of these two groups based on their observables and, 
under conditions noted below, whether an agent received the treatment is random, much like a 
randomized experiment. 

 Matching does not require exclusion restrictions or particular specifications of the treat-
ment decision rules or of the functional forms of the outcome equations. 

6.1 Assumptions Required for Matching Estimators 

A1: (Unconfoundedness or Conditional Independence) Conditional on the set of observables, 
X, the potential outcomes are independent of treatment status, i.e., 

 0 1( , )Y Y D X  (5.39) 

A2: (Overlap or Common Support):  

 0 < Pr(D = 1|X) < 1. (5.40) 

Assumption A1 is just the conditional independence invoked in the selection on observables 
models discussed earlier. Assumption A2 simply says that in our data, the probability of treat-
ment, given X, cannot be 0 or 1. With these two assumptions, the Average Treatment Effect 
(ATE), E(it(X)), is identified.  

 To estimate the Average Treatment on the Treated (ATT), E(it(X)|D = 1), one requires a 
weaker version of A1: 

A1: (Unconfoundedness or Conditional Independence for Non-Treated Group) Conditional 
on the set of observables, X, the non-treated potential outcomes are independent of treatment 
status, i.e., 

 0Y D X  (5.39) 

6.2 Propensity Score Matching 

 Because matching on all elements of X is problematic, the greater the dimension of X, 
one often exploits a result due to Rosenbaum and Rubin (1983, 1984), which in place of A1 or 
A1, one can condition on the propensity score, i.e., p(Xi) = Pr(Di = 1|Xi) to get new versions of 
these assumptions: 
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A3: Conditional on the propensity score, p(X), the potential outcomes are independent of 
treatment status, i.e., 

 0 1( , ) ( )Y Y D p X  (5.41) 

A3: Conditional on the propensity score, p(X), the non-treated potential outcomes are inde-
pendent of treatment status, i.e., 

 0 ( )Y D p X  (5.41) 

Rosenbaum and Rubin show that the unconfoundedness or conditional independence assump-
tions in A1 and A1 hold when one conditions on the propensity score, rather than X, i.e., they 
prove that conditioning on p(X) is equivalent to conditioning on X. 

6.3 Estimation 

 Alternative ways to do this, but here is a example using matching, based on X or p(X) for 
estimating the Average Treatment on the Treated (ATT): 

 Let m(Zi,Zj) denote such a distance function for observations i and j. Different distance 
functions have been used in the literature for determining matches. The matched-pair for pro-
gram participant i is formed by choosing that comparison-group member j* which minimizes 
m(Zi,Zj) for all j  N. Denote the resulting matched-pair sample by {(i,j*(i)), for all i  E}. Using 
this sample, an estimate of the ATT can be formed either by a simple mean of the pairs, i.e.,  

 *( )
1

1
ˆ (

EN

t it
iE

Y Y
N




  )j i  (5.42) 

 

7. Bounds on Treatment Effects (See Manski, 1989, 1990) 

 Consider the Average Treatment Effect (ATE): 

 * ( T CE Y Y X x )    (5.43) 

where we condition on a set of observables, x. * could be estimated (identified) if we randomly 
assigned individuals to either treatment Z* = T or Z* = C. But, consider case in which we don’t 
have experimental data and individuals selectively choose treatment D = 1 or D = 0, where the 
numbers 1 and 0 correspond with the treatments T and C. In general, the average treatment effect 
is given by: 
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*
1 0

1

1

0

0

( )

( , 1) ( 1 )

( , 0) ( 0

( , 1) ( 1 )

( , 0) ( 0

E Y Y x

E Y x Z P Z x

E Y x Z P Z x

E Y x Z P Z x

E Y x Z P Z x

  

  

  

  

  

)

)

 (5.44) 

The problem is that we do not observe 1( , 0E Y x D )  or 0( , 1E Y x D ) . (The rest of the stuff 

can be estimated (identified) from observable data.) Without further restrictions, we can’t learn 
much about the treatment effect in (5.43). But, suppose either Y is bounded or a discrete random 
variable. 

7.1 Bounds when Outcomes are Bounded: 

 Suppose Yk  [KkLx,KkUx], for k = 0, 1. Then it follows that: 

 
1 1 1

1 1

( ) [ ( , 1) ( 1 ) ( 0 )

( , 1) ( 1 ) ( 0 )

Lx

Ux

E Y x E Y x D P D x K P D x

E Y x D P D x K P D x

    

   

,

]
 (5.45) 

The lower bound is the value that E(Y1x) takes if Y1 equals its lower bound, (K1Lx), for all those 
who choose treatment D = 0. Similarly the upper bound on E(Y1x) is given by using the upper 
bound for Y1, (K1Lx), for those who choose treatment D = 0. The same logic applies to bounding 
E(Y0x), using K0Lx and K0Ux. It follows that  

 

*
0 0

1 1

0 0

1 1

[ ( 1 ) ( , 0) ( 0 )

( , 1) ( 1 ) ( 0 )

( 1 ) ( , 0) ( 0 )

( , 1) ( 1 ) ( 0 )

Lx

Ux

Ux

Lx

K P D x E Y x D P D x

E Y x D P D x K P D x

K P D x E Y x D P D x

E Y x D P D x K P D x

     

    

   

    

,

]

 (5.46) 

Note that the width of the bound is 

 
0 0

1 1

( ) ( ) ( 1 )

( ) (

Ux Lx

Ux Lx

w x K K P D x

K K P D x

  

   0 ).
 (5.47) 

If the bounds on Y1 and Y0 are the same, the width of the bound is: 

 ( ) Ux Lxw x K K  . 

Note that these bounds are not all that informative, in that they necessarily cover zero. That is, 
these bounds do not identify the sign of the treatment effect. 
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7.2 Bounds when outcomes are binary: 

 Suppose that Yk = 0 or 1. Based on the logic in the previous section for outcomes with 
bounded support, the bounds on a binary variable are KLx = 1 and KUx = 0, so that * must lie in 
the interval, [-1,1]. But, note that the expected value of a binary outcome is itself the probability 
that the indicator = 1. So, it follows that the bound on the treatment effect reduces to: 

 

*

0

0

0

0

[0 ( 1 ) Pr( 1 , 0) ( 0 )

Pr( 1 , 1) ( 1 ) 1 ( 0 ),

1 ( 1 ) Pr( 1 , 0) ( 0 )

Pr( 1 , 1) ( 1 ) 0 ( 0 )]

[Pr( 1 , 0) ( 0 )

Pr( 1 , 1) ( 1 ) ( 0 ),

( 1 ) Pr( 1 , 0) (

P D x Y x D P D x

Y x D P D x P D x

P D x Y x D P D x

Y x D P D x P D x

Y x D P D x

Y x D P D x P D x

P D x Y x D P

       

      

     

      

   

     

    0 )

Pr( 1 , 1) ( 1 )]

D x

Y x D P D x



   

 (5.48) 

where the width of the bound is 1, in which case the bound is one-half the size of the difference 
between the maximum width of the bound. 

 

7.3 Tightening the Bounds with Additional Assumptions about Selection Process or other 
restrictions 

 Manski and others consider cases in which one wishes to impose additional restrictions 
on the selection process and/or outcomes. These add additional information and thus, tighten the 
bounds. If sufficient information is added, then the bounds collapse to points and one achieves 
point identification, as in the non-experimental estimators we considered last class. 

7.4 Imposing Assumption of Treatment Choice following Comparative Advantage 

 Suppose we assume that an individual selects treatments, 1,…,K, based on comparative 
advantage, i.e., that following sense: 

  (5.49) ~ iff ,  for all ~ .k kD k Y Y k k  

Then it follows that the bounds on treatment effects can be tightened. Condition (5.49) implies 
that: 

 
1 1 1 0

1 1 0 1

( , 0) ( , )

( , ) ( , 1

E Y x D E Y x Y Y

E Y x Y Y E Y x D

  

   )
 

and 
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0 0 0 1

0 0 1 0

( , 1) ( , )

( , ) ( , 0

E Y x D E Y x Y Y

E Y x Y Y E Y x D

  

   )
 

Thus, 1( , 1E Y x D  )  and 0( , 0E Y x D  )  are upper bounds on 1( , 0E Y x D )  and 0( , 1E Y x D ) , 

respectively.  

 Continuing to assume the existence of bounds on Yk, the bounds on the treatment effect 
are further tightened under this comparative advantage assumption to: 

 
*

0 0 1

0 1 1

[ ( 1 ) ( , 0) ( 0 ) ( ,

( , 0) ( , 1) ( 1 ) ( 0 )

Lx

Lx

K P D x E Y x D P D x E Y x D

E Y x D E Y x D P D x K P D x

      

     

1),

]


 (5.50) 

which may (or may not) be tight enough so that the sign of the treatment effect to be identified. 

 Manski (1989, 1990) considers other examples of tighten the bounds by imposing addi-
tional information, e.g., monotone instrumental variables, etc. 
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